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Abstract

We present an artificial neural network (ANN) based framework for pricing options under

the Black-Scholes model whilst ensuring that the network preserves the first and second

derivatives and the positivity of option prices. This is done by taking into account the order

of continuity of the activation functions used on the network and ensuring output activation

functions can only take values on the positive domain. We also present an ANN based

framework for predicting the implied volatility generated by the SABR stochastic volatility

model with an extension to an image-based implicit learning method used to predict the SABR

implied volatility surface. Explicit formulae exist for the options and the SABR implied

volatility expansions we consider meaning we are able to generate a large amount of data to

robustly test our methods.

The experiments show that our ANN architectures are able to accurately predict the price

of calls and puts under Black-Scholes as well as distinguish between the two pricing formulae

based on an input flag. Additionally, our ANNs are able to accurately predict both individual

implied volatility and an implied volatility surface under the normal and lognormal SABR

regimes. In the analysis we also conclude that the ANNs are able to generate a volatility

surface faster than repeatedly evaluating the SABR expansion for each point on the surface.
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CHAPTER 0

The Big Picture

When tackling any problem it is useful to sub-divide the process into actionable steps, this is

the approach we take for this thesis. We define 4 main stages:

• Define the goal.

• Formulate the procedure.

• Execute the plan.

• Evaluate the results.

The goal is to investigate the feasibility of artificial neural networks for option pricing

problems as well as their use for predicting implied volatility for stochastic volatility models

(we consider SABR). Feasibility in our context includes the accuracy of the neural networks

on unseen test data and run-time performance. Formulating the procedure involves the data

generation and preparation process, the choice of computer language/resources and the ANN

design patterns. Deployment of the neural network followed by numerical results and error

analysis form the latter 2 steps of the 4 above.

Figure 0.1 shows how we approached the research, starting with selecting a financial model,

then learning an ANN and processing the output. The outline is kept as general as possible

to serve as a blueprint for potential future work, specifics involved at each stage include the

data generation method, the scaling/normalisation methods and the ANN training regime

(pointwise or image-based). Only the specifics at each step change depending on the context

and the goal of the networks in each of our experiments. Initially, C++ was the language of

choice for this thesis. However, it quickly became apparent that the main C++ neural network

libraries (OpenCV, tiny-dnn etc) did not have the flexibility for customising key elements of
1
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Financial Model

Data Generation

Data Pre-processing

ANN

ANN Training

ANN Output

Data Post-processing

Black-Scholes, SABR

Raw data - strike price, maturity, volatility etc

Scaled / Normalised data

Backpropagation, SGD, Adam

Option price, Implied volatility

FIGURE 0.1. Methodology Flow Diagram.

the networks. After a discussion with Daniel Duffy (thesis supervisor) it was decided that

Python would be a more suitable choice, making use of the Keras deep learning library.



CHAPTER 1

Introduction

Recent advances in research regarding the use of artificial neural networks to capture some

of the extremely complex non-linear functional relationships between state variables in the

market, option prices and implied volatility surfaces provide the the motivation for this

thesis. Machine learning in the more general sense has already been at use for a long time

in quantitative finance, some of its earlier uses include the domain of financial time series

prediction. The Efficient-Markets hypothesis states that under the assumption of perfect

information it should be impossible to beat the market by predicting how a market will move

at some point in the future (Malkiel 1989), however, machine learning techniques have long

since been used to successfully predict how certain markets will change with remarkable

accuracy.

The use of artificial neural networks (ANNs) to learn complex functional mappings between

observed market variables in order to supplement more traditional methods is a hot topic due

the vast availability of data and potential monetary gains. Some benefits of using ANNs to

represent functions such as option pricing and implied volatility functions is that they can

allow for faster functional evaluation due to the deterministic relationship between inputs

and outputs obtained by the networks as opposed to other numerical methods. The power of

ANNs in this domain is underpinned by a pioneering result of George Cybenko known as

the Universal Approximation Theorem (Cybenko 1989). The Theorem essentially states that

any n-dimensional function that is continuous on the domain [0, 1]n, can be approximated

by a neural network with just one hidden layer to a degree of accuracy controlled by any

ε > 0. We make use of this result with extensions to multiple layers in order to investigate

the feasibility of neural networks for option pricing problems and representing the functional

3



4 1 INTRODUCTION

form of the implied volatility for the SABR (Hagan et al. 2002) stochastic volatility model.

We subsume, and build on, the design patterns of (Horvath et al. 2019) who introduce the idea

of image-based implicit learning for the prediction of volatility surfaces. Much of the current

literature has focused on a more traditional pointwise regime in which model parameters are

mapped to a single value such as an implied volatility. The image-based implicit learning

method instead maps inputs to the neural network to a grid of ‘pixels’ which can thought of as

an image where each ‘pixel’ represents a particular implied volatility. The authors (Horvath

et al. 2019) have shown that this results in being able to use a much simpler network to get

accurate results which leads to quicker training and ultimately more efficiency.

In (McGhee 2018) it was shown that a neural network with a single hidden layer is able to

accurately represent the SABR approximation for implied volatility (Hagan et al. 2002). This

thesis will instead investigate the use of the image-based implicit learning method for the

SABR model using a neural network with 3 layers and a slightly more nuanced network

architecture. Whilst the use of ANNs for option pricing and approximating other complex

functions in finance has been promising, (Itkin 2019) draws attention to some pitfalls in

the current implementations, such as lack of consideration in ensuring that the activation

functions on the networks are differentiable at least twice to allow for option Greeks to be

calculated. We address some of these issues and implement some recommended solutions as

part of the Black-Scholes framework as a proof of concept.

The remainder of this thesis is structured as follows: Chapter 2 reviews some important

literature. In Chapter 3 the financial models considered in this paper will be introduced: Black-

Scholes and SABR. Chapter 4 introduces neural computation and explains their fundamentals

along with some important theorems regarding the power of depth (Eldan and Shamir 2016)

and universal approximation (Cybenko 1989). Chapter 5 explains our data sources and

generation methods, this is followed by chapter 6 where we detail our network architectures.

In chapter 7, the results of our implementations are examined and finally Chapter 8 concludes

the findings along with a discussion of potential future work in this area.



CHAPTER 2

Literature review

Much of the power of neural networks for quantitative finance boils down to their speed and

efficiency. An important emphasis in the literature is put on the fact that these neural networks

can be trained offline meaning the training phase does not enter the total computation time for

valuing options, calibrating models or computing implied volatilities. This means evaluating

the functional relationship learned by the neural network in real time for a particular set of

input parameters is extremely fast. This has resulted in bold claims such as the work by

(McGhee 2018) on a neural network representation of the SABR model being 10,000 times

faster and more accurate than a corresponding finite difference scheme. (Ferguson and Green

2018) focused on the use of deep neural nets to value European basket options and reported a

remarkable 1 million times speed up compared to a Monte-Carlo method along with more

accurate results. The strength of these results are hinged upon the ability of the networks to

accurately represent the pricing function at hand.

In the context of option pricing (Itkin 2019) has brought to light some subtle issues regarding

the way neural networks are used in the current literature. One of the key aspects he touches

upon is the necessity for quants and risk managers to have access to option Greeks in order

to investigate sensitives and for hedging activities. An important result by (Hornik et al.

1990) essentially states that if a neural network uses an activation function that is n-times

differentiable to approximate some function G that is also n-times differentiable, then the

network approximates G and all its n derivatives. For option Greeks we require the first and

sometimes second derivatives to exist meaning that these properties should also be shared by

the activation functions used on a network to price an option. Consider the work discussed

above by (Ferguson and Green 2018) using deep neural nets for basket option pricing, the

5
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authors used the ReLU activation function. Whilst this function is popular due to its fast

convergence on the network, it is not differentiable at the point 0 and so its first derivative

is not smooth which could create problems for the calculation of option Greeks. Another

key issue (Itkin 2019) brings up is the arbitrage-free condition required for option pricing,

this brings constraints into the picture which have commonly been ignored in the literature,

consequently, such networks may not guarantee arbitrage-free pricing. The constraints also

make it harder to implement the neural networks in practice as often complex loss functions

are required in order to handle them and the networks may still not guarantee arbitrage-free

pricing out of sample.

(Horvath et al. 2019) applied 3-layer neural networks to a variety of stochastic volatility

models. The authors use what they call image-based implicit learning where multiple implied

volatilities (the target variable) characterised by the strike price and the maturity date are used

to train the network at the same time as opposed to the more traditional method of considering

one implied volatility at a time, moving from the objective of predicting implied volatility to

predicting an implied volatility surface.

The calibration problem can be thought of as selecting a particular set of model parameters

in such a way that minimises the difference between market quoted prices and the price the

model generates for a given set of market data. As a minimal example consider the Black-

Scholes model where the only parameter to calibrate would be the volatility parameter. (Liu

et al. 2019) use what they refer to as CaNN (calibration neural networks) to calibrate models

by splitting the calibration process along the neural network into two steps: a forward pass

where the pricing equation is learnt (via learning of the neural network weights and biases)

and a backward pass where those same weights and biases are used again except the objective

is now to learn the previously un-learnable input parameters given output data (market data).

The authors report great success and accuracy using these caNNs to calibrate the Heston

model and higher dimensional models such as the Bates model (Liu et al. 2019). (Itkin 2019)

proposes another deep-learning approach to model calibration which builds upon the work of

(Hernandez 2016) using a neural network to invert the learnt pricing map and directly return

the optimal model parameters removing the need for any global optimisation step altogether.
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Crucially, since the networks can be trained offline, on-line inference becomes extremely fast.

(Ardizzone et al. 2018) identify what they refer to as invertible neural networks that determine

hidden parameters and their properties given observable/experimental data and showcase their

success in various domains of natural sciences. These types of networks are a good candidate

for financial model calibration problems too. Despite the power of these invertible approaches

(Horvath et al. 2019) identify a key flaw in their use in quantitative finance: from a standpoint

of risk analysis it is not clear what relationships these model parameters have to the original

market data since they are simply churned out of a somewhat ‘black box’ and there is no real

direct control over the generated inverted pricing map.



CHAPTER 3

Financial Models

3.1 Black-Scholes Framework

In 1973 the Black-Scholes model for valuing options was presented in the Journal of Political

Economy (Black and Scholes 1973) wherein the following PDE describing the value of an

option is presented:
1

2
σ2S2 ∂

2V

∂2S2
+
∂V

∂t
− rV + rS

∂V

∂S
= 0 (3.1)

where V = V (S, t) is the value of the option, S is the value of the underlying asset which has

volatility equal to σ, t is time and r is the risk-free interest rate. Moreover, the value of an

option at expiry time t = T , where T is the exercise date of the option, is simply given by

the payoff function evaluated at time T . The PDE is contingent on the assumption that the

instantaneous log return of the asset price is a geometric Brownian motion given by

dSt = rStdt+ σStdZt, (3.2)

where Zt is a Wiener process (also called a standard Brownian motion) (Hida 1980). Sufficient

conditions under which PDE (3.1) will hold are as follows (Black and Scholes 1973):

• The risk-free interest rate, r, is assumed to be constant.

• The volatility, σ, is assumed to be constant.

• There are no dividends paid out.

• Zero transaction costs.

• Zero penalties to short selling.
8



3.1 BLACK-SCHOLES FRAMEWORK 9

Under these assumptions along with the restriction of focusing on European style options

where the option can only be exercised at the maturity date T , there exists analytical formulae

for the value of call and put options derived by solving the corresponding diffusion equation.

Definition 3.1 (Value of a European Vanilla Call). The value of a European (Vanilla) Call

option at time t on an underlying asset S is defined by

C(S, t) = SN(d1)− Pv(X)N(d2) (3.3)

where X is the strike price of the option, Pv(X) = Xe−r(T−t), N is the cumulative Gaussian

distribution function and d1,2 are defined as

d1 =
ln
(
S
X

)
+
(
r + σ2

2

)
(T − t)

σ
√
T − t

(3.4)

d2 = d1 − σ
√
T − t. (3.5)

Definition 3.2 (Value of a European Vanilla Put). The value of a European (Vanilla) Put

option at time t on an underlying asset S is defined by

P (S, t) = Pv(X)N(−d2)− SN(−d1) (3.6)

where d1,2, X and Pv(X) are defined as in definition 3.1.

It is easy to relax the assumption of zero dividends in which case the Black-Scholes PDE

(3.1) becomes
1

2
σ2S2 ∂

2V

∂2S2
+
∂V

∂t
− rV + (r − q)S∂V

∂S
= 0 (3.7)

where q is the (constant) dividend yield. Furthermore, the value of a European Vanilla Calls

and Puts at time t on underlying S with dividend yield q also have analytical formulae under

the Black-Scholes framework.

Definition 3.3 (Value of a European Vanilla Call with Dividends). The value at time t of a

European (Vanilla) Call option on underlying asset S paying out (constant) dividends with
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dividend yield equal to q is defined by

C(S, t)q = Pvq(S)N(d1)− Pv(X)N(d2) (3.8)

where X is the strike price of the option, Pv(X) = Xe−r(T−t), Pvq(S) = Se−q(T−t), N is

the cumulative Gaussian distribution function and d1,2 are defined as

d1 =
ln
(
S
X

)
+
(
r − q + σ2

2

)
(T − t)

σ
√
T − t

(3.9)

d2 = d1 − σ
√
T − t. (3.10)

Definition 3.4 (Value of a European Vanilla Put with Dividends). The value at time t of a

European (Vanilla) Put option on underlying asset S paying out (constant) dividends with

dividend yield equal to q is defined by

P (S, t)q = Pv(X)N(−d2)− Pvq(S)N(−d1) (3.11)

where d1,2, X , Pv(X) and Pvq(S) are defined as in definition 3.3.

3.2 Black-76 Model

Fischer Black extended the Black-Scholes framework to account for options and contracts

involving forwards (Black 1976) including derivatives such as futures, caps and floors. We

will refer to the model as the Black model. Black’s model assumes the forward (forward rate,

forward stock price etc), F , is a log-normal process that is described by the following SDE:

dF = σblackFdZ (3.12)

where σblack is a constant volatility term and dZ is a Wiener process. There are explicit

formulae for the price of calls and puts on futures under Black’s model following the same

methodology as the standard Black-Scholes approach.

Definition 3.4 (Black Value of a Call Option). The value at time t of a European (Vanilla) Call

option under the Black model with maturity date T on a futures contract F with settlement
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date T̂ ≥ T is defined by

C(F, t)B = Pv(F )N(d1)− Pv(X)N(d2) (3.13)

where X is the strike price, Pv(F ) = Fe−r(T−t), Pv(X) = Xe−r(T−t). N is the cumulative

Gaussian distribution function and d1,2 are defined as

d1 =
ln
(
F
X

)
+
(
σ2

2

)
(T − t)

σ
√
T − t

(3.14)

d2 = d1 − σ
√
T − t. (3.15)

Definition 3.5 (Black Value of a Put Option). The value at time t of a European (Vanilla) Put

option under the Black model with maturity date T on a futures contract F with settlement

date T̂ ≥ T is defined by

P (F, t)B = Pv(X)N(−d2)− Pv(F )N(−d1) (3.16)

where d1,2, X , Pv(X) and Pv(F ) are defined as in definition 3.4.

3.3 Bachelier Model

Bachelier’s model (Bachelier 1900) assumes that the underlying asset is normally distributed

as opposed to log-normally distributed. Accordingly, it is often referred to as the normal

model. In this case the forward process is described by the following SDE:

dF = σnormaldZ (3.17)

where σnormal is constant velocity and dZ is a Wiener process. In this model the forward

(rate) F does not enter the right hand side of the SDE, consequently the solution (using Ito

calculus) to the SDE is simply given by

F = F (0) + σZ.
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Definition 3.6 (Normal Value of a Call Option). The value at time t of a European (Vanilla)

Call option under the normal model with maturity T on a futures contract F with settlement

date T̂ ≥ T is defined by

C(F, t)N = Pv(F −X)N(d) + Pv(σ
√
T − t)n(d) (3.18)

where

Pv(F −X) = (F −X)e−r(T−t),

Pv(σ
√
T − t) = σ

√
T − t · e−r(T−t),

N is the cumulative Gaussian distribution function, n is the Gaussian density function and d

is defined as

d =
(F −X)

σ
√
T − t

(3.19)

Definition 3.7 (Normal Value of a Put Option). The value at time t of a European (vanilla)

Put option under the normal model with maturity T on a futures contract with settlement date

T̂ ≥ T is defined by

P (F, t)N = Pv(X − F )N(−d) + Pv(σ
√
T − t)n(d) (3.20)

where

Pv(X − F ) = (X − F )e−r(T−t)

and the other terms are defined the same as in definition 3.6.

A key difference between the normal model (Bachelier’s Model) and the log-normal model

(Black’s Model) is that the normal model allows the underlying and strikes to take negative

values (e.g negative forward rates) due to the normality assumption. Negative interest rates are

indeed possible and observed. Bachelier’s model does not rely on the log-normal assumption

involving the natural logarithm so it does not break down below the 0 boundary. Nonetheless,

we choose to work on the positive domain.
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3.4 SABR Model

The SABR model (Hagan et al. 2002) comes under a class of pricing models known as

stochastic volatility models. Such models relax the assumption of constant volatility that

regimes such as Black-Scholes (Black and Scholes 1973) and Bachelier (Bachelier 1900) rely

on so that the volatility is modelled as a stochastic process.

SABR is a widely used model for forward prices for two main reasons. Firstly, it has the

ability to capture the observed relationship between asset prices and market smiles: if the asset

price goes up, the smile shifts up and vice-versa. Popular local volatility models used at the

time pioneered by (Dupire et al. 1994) where not able to capture this relationship, in fact, they

predicted the complete opposite despite being self-consistent (Hagan et al. 2002). Secondly,

Hagan’s SABR model provides closed form approximations for the implied volatility that are

actually very accurate making it extremely efficient to implement in practice. In the SABR

model the forward price, F , is described by the following system (Hagan et al. 2002):

dF = σF βdZ1, (3.21)

dσ = ασdZ2, (3.22)

where dZ1 · dZ2 = ρdt, F is the forward price, σ is the volatility, α is the volatility of

volatility, and dZ1, dZ2 are correlated Wiener processes with correlation equal to ρ.

In (Hagan et al. 2002) Hagan uses singular perturbation techniques (Lagerstrom and Casten

1972) in order to derive the SABR price of European call and put options using what he refers

to as a ‘small volatility expansion’ (Hagan et al. 2002) where the analysis considers σ̄ = εσ

and ᾱ = εα for a sufficiently small ε� 1. Afterwards, the resulting expressions for option

prices and implied volatilities can be expressed in the standard terms by setting ε = 1. We do

not reproduce the entire derivation here, instead, we choose to highlight some key parts that

allow us arrive at the implied volatility approximations that serve as the starting point for our

neural networks.
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Hagan derives two different approximations for the implied volatility for the SABR model,

each under a different pricing regime. The normal implied volatility - obtained using the

Bachelier model shown in equation (3.17) and the log-normal implied volatility - obtained

using Black’s model, see equation (3.12). Consider the following system using a general

function J(F ) and the transformed ‘small’ parameters described above:

dF = σ̄J(F )dZ1, (3.23)

dσ̄ = ᾱσ̄dZ2, (3.24)

where σ̄ = εσ, ᾱ = εα and ε� 1.

The value of a European Call option under the SABR model (disregarding the discount factor)

is given by (Hagan et al. 2002):

C(F, t, σ) = max(F −X, 0) +
|F −X|

4
√
π

∫ ∞
x2

2texp
−ε2θ

e−q

q
3
2

dq (3.25)

where

ε2θ = ln

(
εσz

F −X
√
Q(0)Q(εσz)

)
+ ln

(
xI

1
2 (εσz)

z

)
+

1

4
ε2ρασbz2, (3.26)

z =
1

εσ

∫ F

X

1

J(F ′)
dF

′
, Q(εσz) = J(F ), (3.27)

b =
Q
′
(εσz0)

Q(εσz0)
, x = z[1 +O(ε)]. (3.28)

3.4.1 Normal Implied Volatility

By assigning J(F ) = 1, α = 0 and σ̄ = σnormal in system (3.23)-(3.24) we get the SDE:

dF = σnormaldZ (3.29)

which is exactly the SDE from the normal model (Bachelier’s model), see equation (3.12).

We now work through (3.25)-(3.28):

J(F ) = 1 =⇒ z =
1

εσ

∫ F

X

1dF
′
=

1

εσ
(F −X) (3.30)
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Using the fact that x = z[1 +O(ε)] we have

x2 =
(F −X)2

ε2α2
=

(F −X)2

σ̄2
(3.31)

Now applying σ̄ = σnormal =⇒ σ̄2 = σ2
normal yields

x2 =
(F −X)2

σ2
normal

(3.32)

The lower limit of the integral in (3.25) is given by

x2

2texp
− ε2θ =

(F −X)2

2σ2
normaltexp

(3.33)

Since ε2θ goes to 0 as the 2 logarithms and the final term in (3.26) all reduce to 0. Evaluating

the full expression and the integral would then give the expression for the call option price

under the Bachelier model. Hagan (Hagan et al. 2002) shows that the price of the option

under Bachelier’s model is equal to the price of the option under the SABR model if and only

if σnormal is as follows (Hagan et al. 2002):

σnormal(X) =
εσ(F −X)∫ F
X

1
J(G)

dG
·
(

δ

x(δ)

)
·

{
1 +

[
(2φ2 − φ2

1)σ
2J2(F̂ )

24
+
ρασφ1J(F̂ )

4
+

(2− 3ρ2)α2

24

]
· ε2texp

}
(3.34)

where

F̂ =
√
FX, φ1 =

J
′
(F̂ )

J(F̂ )
, φ2 =

J
′′
(F̂ )

J(F̂ )
, (3.35)

and

δ =
α(F −X)

σJ(F̂ )
, x(δ) = ln

(√
1− 2ρδ + δ2 − ρ+ δ

1− ρ

)
. (3.36)

Recall that the SABR model is simply system (3.23)-(3.24) with J(F ) = F β as shown by

system (3.21)-(3.22). Accordingly, to derive the normal implied volatility (approximation) for

the SABR model we will work through (3.34)-(3.36) with J(F ) = F β . To ease the notation,

we express (3.34) as follows

σnormal(X) = A ·B ·
{

1 + [C +D + E] · ε2texp
}

(3.37)
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with

A =
εσ(F −X)∫ F
X

1
J(G)

dG
, B =

(
δ

x(δ)

)
, C =

(2φ2 − φ2
1)σ

2J2(F̂ )

24
, (3.38)

D =
ρασφ1J(F̂ )

4
, E =

(2− 3ρ2)α2

24
. (3.39)

Each part will be tackled separately. The following facts follow on from the definitions of

J(F ) = F β, φ1 and φ2:

J(F ) = F β, J
′
(F ) = βF β−1, J

′′
(F ) = β(β − 1)F β−2, (3.40)

φ1 =
J
′
(F̂ )

J(F̂ )
=
βF̂ β−1

F̂ β
= βF̂−1, (3.41)

φ2 =
J
′′
(F̂ )

J(F̂ )
=
β(β − 1)F̂ β−2

F̂ β
= β(β − 1)F̂−2. (3.42)

2φ2 − φ2
1 = 2β(β − 1)F̂−2 − (βF̂−1)2 = −β(2− β)F̂−2 (3.43)

Now consider the integral on the denominator of part A:∫ F

X

1

J(G)
dG =

∫ F

X

G−βdG =

[
G1−β

1− β

]F
X

=
F 1−β −X1−β

1− β
(3.44)

Part A then follows on from the result of the integral

A =
εσ(F −X)(1− β)

F 1−β −X1−β (3.45)

Part B is given by:

B =

(
δ

x(δ)

)
(3.46)

where

δ =
α(F −X)

σF̂ β
, x(δ) = ln

(√
1− 2ρδ + δ2 − ρ+ δ

1− ρ

)
. (3.47)

Part C is given by:

C =
β(2− β)σ2

24
· F̂−2F̂ 2β =

β(2− β)σ2

24
· F̂ 2β−2 =

−β(2− β)σ2

24F̂ 2−2β
. (3.48)

Part D is given by:

D =
ρασφ1J(F̂ )

4
=
ρασβF̂−1F̂ β

4
=

ρασβ

4F̂ 1−β
. (3.49)
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Finally, part E is the same as in (3.34):

E =
(2− 3ρ2)α2

24
. (3.50)

Substituting A,B,C,D and E into (3.37) and letting ε = 1 gives us the analytical expression

for the normal implied volatility approximation (Hagan et al. 2002). The same process can

be repeated for European put options using put-call parity or starting from the beginning,

however, the implied volatility is the same.

Definition 3.8 (Normal Implied Volatility for the SABR model). Let F be the forward price,

let texp be the expiry date of a European option on the forward F with strike price X and let

σ be the initial volatility. The normal implied volatility, which is the value of volatility in

Bachelier’s pricing model such that the Bachelier option price is equal to the SABR option

price, is defined as (Hagan et al. 2002):

σnormal(X) =
σ(F −X)(1− β)

F 1−β −X1−β ·
(

δ

x(δ)

)
·{

1 +

[
−β(2− β)σ2

24F̂ 2−2β
+
ρασβ

4F̂ 1−β
+

(2− 3ρ2)α2

24

]
· texp

}
(3.51)

where all extra terms are defined as in the above derivation.

3.4.2 Log-normal Implied Volatility

To derive the log-normal implied volatility expansion the same preceding analysis taken for

the normal implied volatility can be carried out using the Black model, which is described in

section 3.2, instead of Bachelier’s model. In most cases option prices are quoted in terms of

the log-normal implied volatility (Hagan et al. 2002).

Definition 3.9 (Log-normal Implied Volatility for the SABR model) let F be the forward

price, let texp be the expiry date of a European option on the forward F with strike price X

and let σ be the initial volatility. The log-normal implied volatility, which is the volatility

from Black’s pricing model (Black 1976) such that the Black option price is equal to the
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SABR option price, is defined as (Hagan et al. 2002):

σln(X) =
σδ

(FK)
(1−β)

2

{
1 +

(1−β)2·ln2( FX )
24

+
(1−β)4·ln4( FX )

1920

}
· x(δ)

·

{
1 +

[
(1− β)2σ2

24(FX)1−β
+

ρσαβ

4(FK)
(1−β)

2

+
(2− 3ρ2)α2

24

]
· texp

}
(3.52)

where

δ =
α(FX)

(1−β)
2 · ln

(
F
X

)
σ

, x(δ) = ln

(√
1− 2ρδ + δ2 − ρ+ δ

1− ρ

)
. (3.53)

3.4.3 Underlying Forward Process

Much of the current literature focuses on the log-normal approximation, however, we do

not neglect the normal approximation in our research and endeavour to learn both implied

volatility functions given by definitions 3.8 and 3.9 with our neural network architecture.

To summarise some key points, the SABR model subsumes one of two pricing regimes:

Bachelier or Black. From this, the relevant implied volatility expansions are obtained. It is

usual to calibrate the model parameters, however, of all the parameters (α, β, σ, ρ), β, the

parameter controlling the distribution of the underlying asset, is commonly predetermined

based on some prior belief of what process the underlying follows. There are 3 main choices,

each resulting in a different process.

• β = 0 results in a stochastic normal underlying process (Hagan et al. 2002) charac-

terised by the system:

dF = σdZ1, (3.54)

dσ = ασdZ2. (3.55)
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• β = 0.5 results in a stochastic CIR type underlying process (Hagan et al. 2002)

characterised by the system:

dF = σ
√
FdZ1, (3.56)

dσ = ασdZ2. (3.57)

• β = 1 results in a stochastic log-normal underlying process (Hagan et al. 2002)

characterised by the system:

dF = σFdZ1, (3.58)

dσ = ασdZ2. (3.59)

By stochastic we are emphasising that in each of the above systems the volatility itself is

a stochastic process. We investigate neural network performance on each of these types of

underlying processes as part of our research.



CHAPTER 4

Neural Computation

Feedforward neural networks use input-output pairs (training examples) and some cost

function C to approximate a function by learning the optimal parameters of the network

(weights and biases) such that the cost function is minimised. It does so by differentiating

the cost function with respect to the weights and biases at each layer in the network using a

process called backpropagation and then uses an optimiser such a stochastic gradient descent

(SGD) to minimise the cost function to find the optimal weights and biases.

We will describe the neural network architecture using computational graphs in which nodes

represent variables and edges represent functional dependencies between variables. For

example, an edge from node x to node y indicates that y is a functions of x.

4.1 Feedforward Neural Networks

For any node in a computational graph, Ha
b , the superscript indicates which layer we are at

and the subscript indicates what unit within the layer we are at. Figure 4.1 shows an example

of a feedforward neural network with 3 input parameters, a single hidden layer with 3 nodes

and a single output.

The depth of the network is equal to the number of layers and the width corresponds to how

many units there are in each hidden layer, in the example above there are only 3 units in the

single hidden layer so the network has a width of 3. Define l ∈ (1, . . . , L) to be a layer in

the neural network where L is the total number of layers, layer 1 is called the input layer

and layer L is the output layer. Figure 4.2 shows what is happening in more detail at each
20
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Input
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Output
Layer

x11 H2
1

x12 H2
2 a

x13 H2
3
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FIGURE 4.1. Feedforward neural network with one hidden layer.

particular node from the hidden layers in the neural network, it will be the starting point from

where we develop the understanding of how these networks are trained. Firstly, we give some

notation that will be used throughout adopted from (Nielsen 2015):

• wlj,k is the weight of the edge from unit k in layer l − 1 to unit j in layer l.

• blj is known as the bias of the j′th unit in layer l.

• H l
j = (

∑m
k=1 (wljk · al−1k )) + blj where m is the number of units in the previous layer.

• alj = φ(H l
j) is the activation of unit j in layer l, where φ is the activation function

which transforms H l
j .

Importantly, each node H l
j depends on all of the activation nodes from the previous layer

weighted by the parameter wlj,k with an additional bias term blj added. These weights and

biases are the learnable parameters on the network.



22 4 NEURAL COMPUTATION

al−11
wlj,1

al−12
wlj,2 H l
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Activation
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Output

al−13
wlj,3

Weights
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blj

FIGURE 4.2. Working of a single unit from a feedforward neural network.

4.1.1 Training a Feedforward Neural Network

Let N(w) be a neural network and let F (x) be some function that we wish to approximate

using N(w). Assume we have n input-output training pairs:
{

(x(1), y(1)), . . . , (x(n), y(n))
}

and we have some cost function given by C = 1
n

∑n
i=1C

(i) where C(i) is the error on the

i′th training example for a suitably defined loss function such as the mean squared error:

C(i) = 1
2
(y(i)−aL)2, where aL is the output of the neural network. To train the neural network

we want to solve the following optimisation problem:

w∗ = argmin
w

C(N(w), F ).

That is, to calibrate the parameters of the network such that they minimise the error between

the neural network and the function we wish to approximate across all training examples. In

order to solve this optimisation problem using a gradient descent based method the partial

derivatives of the cost functions with respect to the network parameters (weights and biases),
∂C
∂wlj,k

and ∂C
∂blj

, are required. Backpropagation allows us to calculate these derivatives. Recall

that the outputs of a neural network are activation units which are simply the last layer nodes

HL fed through the activation function φ as follows: aL = φ(HL). We will use this setup to

derive the partial derivatives in question following closely the intuitive explanation given in

(Nielsen 2015) . Using the fact that the units are given by

H l
j =

(
m∑
k=1

wljk · al−1k

)
+ blj
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and the activation units are given by

alj = φ(H l
j).

We can use the chain rule to write

∂C

∂wlj,k
=

∂C

∂H l
j

·
∂H l

j

∂wlj,k
=

∂C

∂H l
j

· al−1k , (4.1)

∂C

∂blj
=

∂C

∂H l
j

·
∂H l

j

∂blj
=

∂C

∂H l
j

. (4.2)

Define the common quantity in the above two equations as follows

τ lj =
∂C

∂H l
j

. (4.3)

Backpropagation provides this quantity, τ lj , for each node at each layer in the network. Notice

that τ lj depends on the cost function C so it will be different depending on the cost function

being used. We start at the output layer L and work backwards through the network. Using

the chain rule again we obtain

τLj =
∂C

∂HL
j

=
∂C

∂aLj
·
∂aLj
∂HL

j

=
∂C

∂aLj
· φ′(HL

j ). (4.4)

Now we work through the hidden layers and calculate τ lj for l ∈ {2, . . . , L− 1} as follows

τ lj =
∂C

∂H l
j

=
∂C

∂alj
·
∂alj
∂H l

j

. (4.5)

Using the chain rule with respect to ∂C
∂alj

we obtain:

τ lj =

(∑
k

∂C

∂H l+1
k

· ∂H
l+1
k

∂alj

)
· φ′(H l

j) (4.6)

Finally, replacing ∂C

∂Hl+1
k

with the definition of τ l+1
j given by (4.3) and noticing that ∂H

l+1
k

∂alj
=

wl+1
k,j we arrive at

τ lj = φ
′
(H l

j) ·

(∑
k

τ l+1
k · wl+1

k,j

)
(4.7)
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So, given we know the value of τ l+1 we can compute τ l. Starting from the output layer

one can backpropogate to retrieve the values of τ lj at all hidden layers providing the partial

derivatives of the cost function with respect to the weights and biases at every node on every

layer on the network.

Once the partial derivatives of the cost function have been calculated gradient descent based

techniques can be used to optimise the cost function to select the network parameters that

produce the smallest error. Some of the optimisers that have been used in the experiments

will now briefly be discussed.

4.1.1.1 Optimisation Algorithms

The main benefits SGD has in comparison to standard gradient descent is the fact that shuffling

the data and the stochastic nature of the algorithm ensures that it is exploring more of the

search space which helps it get out of local optima and prevents overfitting. However, a

drawback is that SGD uses a fixed learning rate.

Algorithm 1: Stochastic Gradient Descent (SGD).
Input: cost function J : Rm → R, learning rate ε ∈ R, ε > 0.
x← Initial point in Rm;
while termination condition not satisfied do

Shuffle training set randomly;
for i = 1:n do

x← x− ε · ∇Ji(x);
end for

end while
return x;

The learning rate is a parameter that heavily impacts the time taken to train a neural network,

it controls the extent to which weights are updated. Too high a learning rate may result in

large movements across the surface of the cost function which may cause the optimum to be

overlooked and too low a learning rate may result in slow convergence. Cost functions have

different gradients in different directions due to their shape, therefore, we require different

learning rates for the different directions. Ideally, we would like the learning rate to be small
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Algorithm 2: Adam (Kingma and Ba 2014).
Input: cost function J , decay rates δ1, δ2 ∈ (0, 1), step size ε, ζ = 10−8.
Set r, s, t = 0;
Choose an initial parameter θ;
while termination condition not satisfied do

t← t+ 1;
b← ∇θJ(θ);
s← δ1 · s+ (1− δ1) b;
r ← δ2 · r + (1− δ2) b� b;
ŝ← s

1−δt1
;

r̂ ← r
1−δt2

;
z ← −ε · ŝ√

r̂+ζ
;

θ ← θ + z;
end while
return θ;

in directions where the gradient has been large over time and larger where the gradient has

been small over time. Adam (Kingma and Ba 2014) combines the effects of two other popular

optimisers called RMSProp (Tieleman and Hinton 2012) and AdaGrad (Duchi et al. 2011) to

adapt the learning rates by updating the first and second moments of the gradients at each

time step. The algorithm is known to perform well in problems with large dimensions and

there is very little parameter tuning to be done since the authors (Duchi et al. 2011) report

effective defaults that rarely need to be altered.

4.1.1.2 Activation Functions

The activation functions serve a purpose to introduce non-linearity to the network, indeed most

phenomena in quantitative finance are characterised by non-linear relationships between state

variables. Without the non-linearity neural nets could only be used for linear classification or

regression problems. There are a few properties that we would like activation functions to

enjoy to ensure optimality:

• Non-linear for hidden layers to capture complex relationships.

• Zero-centred output.

• Resistance to exploding and vanishing gradients.
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Remark 4.1 (The vanishing and exploding gradients problem). When a neurons activation

saturates close to 0 or 1, the gradients of the activation at these regions are close to zero.

During backpropagation this gradient, given by φ′(H l
j) in our notation, is a multiplicative

factor in the calculation of τ lj (see equations (4.4), (4.6) and (4.7)). Consequently, the gradients

of the weights will become extremely small which will prevent the weights from updating

and hinder training (the opposite is true for the exploding gradients problem).

If the outputs are not zero centred the output is always the same sign meaning during

backpropagation the gradient of the weights will all have to move in the same direction which

makes optimisation harder and so a zero-centred activation function is favoured for faster

convergence.

In practice there is nearly always a trade off between these properties but it is important

to realise that the type of activation function chosen is problem specific, we will see there

are various constraints in option pricing and stochastic volatility models that make some

activation functions more suitable than others.

Definition 4.1 (Linear/Identity). The Linear/Identity activation function is defined as

φ(x) = x. (4.8)

The linear activation is often used in regression problems for the output layer since it makes

the derivative of the cost function with respect to the network output simple to calculate.

Definition 4.2 (Rectified Linear Unit (ReLU)). The ReLU (Glorot et al. 2011) activation

function is defined as

φ(x) = max(0, x) ∈ [0,∞). (4.9)



4.1 FEEDFORWARD NEURAL NETWORKS 27

The ReLU function is extremely cheap to implement and it does not suffer from gradient

saturation so convergence on the network is fast, however, the output is unbounded from

above which can cause the activation to explode.

Definition 4.3 (Exponential Linear Unit (ELU)). The ELU (Clevert et al. 2015) activation

function is defined as

φ(α, x) =

x if x > 0,

α(ex − 1) if x ≤ 0.
(4.10)

The ELU function takes values in the range (−α,∞), usually α = 1 is chosen, so it is

unbounded from above which can cause the activation to blow up. However, since it can take

negative values the average output is closer to 0 which speeds up convergence.

Definition 4.4 (Modified ELU (MELU)). The MELU (Itkin 2019) activation function is

defined as

φ(α, x) =


0.5x2+(1−2α)x

x−2+ 1
α

if x > 0,

α(ex − 1) if x ≤ 0.
(4.11)

Sharing similar properties to ELU, MELU has been proposed by the authors (Itkin 2019) to

be a suitably defined activation function that is of class C2 for option pricing neural networks

to allow option Greeks to be calculated.

Definition 4.5 (SoftPlus). The SoftPlus activation function is defined as

φ(x) = ln(1 + ex) ∈ (0,∞) . (4.12)

The SoftPlus function is of class C∞ and it is monotonic. This function will prove useful for

ensuring that the output of a neural network is positive whilst preserving their continuous

second and first order derivatives.
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4.1.2 Universal Approximation Theorem

Definition 4.5 (Discriminatory Functions) (Cybenko 1989) φ : R→ R is known as discrim-

inatory if ∫
In

φ
(
wTx+ b

)
dµ(x) = 0

∀w ∈ Rn, b ∈ R =⇒ µ = 0 for some measure µ . Note that this definition is making use of

the Lebesgue integral (Bartle and Bartle 1995).

Theorem 4.1 (Universal Approximation Theorem (UAT)) (Cybenko 1989) Let φ be any

discriminatory continuous function, then for any function f ∈ c(In) (f is continuous on the

domain In) and any ε > 0 ∃ a finite sum of the form

M(x) =
m∑
j=1

αj · φ(wTj x+ bj)

such that |M(x)− f(x)| < ε ∀x ∈ In where αj, bj ∈ R.

We refer the reader to (Cybenko 1989) for a full treatment of the proof. This means we

can chose ε as arbitrarily small as we like and there is never a neural network, M(x), that

is different by more than ε from the function that we wish to approximate. Consequently,

provided there are an adequate number of units, a neural network with a single hidden layer

can approximate any continuous function. (McGhee 2018) stayed in line with this result and

approximated SABR volatility smiles with impressive accuracy using one hidden layer with

up to 1000 units.

4.1.3 The Power of Depth

There are 2 main issues that the UAT does not address:

• It does not give any indication as to how many units are required in the hidden layer.

• It does not give any indication of how easy or difficult it is to train the network to

approximate a given function.
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In practice, if a very large number of units are required in the hidden layer to achieve a

suitable degree of accuracy, single layer ANNs can become non-viable due to the number

of parameters to be learnt increasing exponentially and susceptibility to overfitting. (Eldan

and Shamir 2016) study the benefits of depth and present a useful result that shows how

much expressive power is gained from going from 2 layers to 3. The result is reproduced in

Theorem 4.2.

Theorem 4.2 (Eldan and Shamir 2016). If the activation function φ satisfies some weak

assumptions then there is a function h : Rn → R and a probability measure µ on Rn such that

• h is expressible by a neural network with 3 layers of width O(n
19
4 )

• Every function p approximated by a neural network with 2 layers of width at most

cecn satisfies

Ez∼µ (p(z)− h(z))2 ≥ c.

This means that there exists some function that can be approximated to a sufficient degree

of accuracy with a 3 layer ANN and a polynomial number of units in each layer, however,

to express that same function with a 2 layer ANN exponentially many units are needed and

even then, the expected error may be large. In a nutshell, you gain a lot of expressive power

by moving from 2 layers to 3. (Lu et al. 2017) experiment with the opposite approach from

the width standpoint using ReLU networks, their results corroborate the power of depth even

further. In our network architecture we favour the result of Theorem 4.2 and utilise depth, in

doing so the number of units needed in each layer to produce good results can be controlled

more, along with a reduced propensity to overfit to the training data.

4.2 Representing Financial Models with Neural Networks

Let Mn1
n2,n3

(w, δ) define a neural network that has n1 layers, input dimension n2, output

dimension n3 that takes in as input a vector of model parameters δ ∈ Rn2 . In order to use the

network to price options the following setup will be used. Let P (δ) denote the pricing map of

the model in question that takes in a vector of input parameters δ, the goal will be to learn a
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neural network Mn1
n2,n3

(w∗, δ) such that

Mn1
n2,n3

(w∗, δ) ≈ P (δ), where w∗ = argmin
w

C
(
Mn1

n2,n3
(w, δ), P (δ)

)
across all training examples for a suitably defined cost function, C, such as the mean squared

error. In the case of the mean squared error, the loss on the i′th training example is given by

C(i) =
(
Mn1

n2,n3
(w, δi)− P (δi)

)2
.

For the Black-Scholes model there are 6 input parameters the stock price, strike price, volatility,

risk-free interest rate, the dividend yield, and the expiry date. Denote the Black-Scholes

pricing map as

PBS(S,K, σ, r, d, T ) = PBS(δ)

where δ = [S,K, σ, r, q, T ] is the vector of input parameters. The approximation becomes:

Mn1
n2,n3

(w∗, δ) ≈ PBS(δ) ∈ R, where w∗ = argmin
w

C
(
Mn1

n2,n3
(w, δ), PBS(δ)

)
.

For approximating the implied volatility let σimp(δ) be the implied volatility map for the

model being used where δ is the vector of model parameters. The task is to learn a neural

network such that

Mn1
n2,n3

(w∗, δ) ≈ σimp(δ) ∈ R, where w∗ = argmin
w

C
(
Mn1

n2,n3
(w, δ), σimp(δ)

)
.

4.2.1 Image-Based Implicit Method

So far, the neural network setups that have been described take a traditional pointwise learning

approach (Horvath et al. 2019) in which there are explicit input vectors that map to a single

output, such as an option price. (Horvath et al. 2019) introduce what they refer to as image-

based implicit learning, the idea is to train the model using model parameters as inputs and

a grid in which each point on the grid represents a ‘pixel’ in an image as target variables

(Horvath et al. 2019). For implied volatilities, this corresponds to grid of a implied volatilities

defined by the strike price and the maturity date. In this setup, given a training set of input
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vectors (including expiry T and strike price K) δ, the task is to learn a neural network

Mn1
n2,n3

(w∗, δ̂) ≈ σimp(Ti, Kj)i=1,...,l,j=1,...,m ∈ Rl×m

where δ̂ = δ \ {T,K}. So the inputs into the neural network do not explicitly include the

expiry date or the strike price, they are implicitly part of the implied volatility grids used to

train the network (Horvath et al. 2019).

To summarise, the model parameters excluding expiry date and the strike prices are the inputs

to the network, and an implied volatility ‘grid’, or surface, corresponding to a total of l ·m

individual implied volatilites is the output of the network. The number of implied volatilities

generated by the network for a given set of input parameters is O(lm), so a larger grid implies

more volatilites and vice-versa.

Some of the benefits of this approach compared to the more traditional pointwise approach

are:

• It may be more suitable when considering multiple options (on the same asset) with

varying maturities and strikes as multiple strikes and maturities are evaluated at once.

• It has a better chance of preserving distinctness between the model parameters and

the implied volatilities since for any given input vector it is much more unlikely that

a different set of inputs will generate the same set of implied volatilities than would

be the case if mapping to just one output (Horvath et al. 2019).

• It is easier to add to the network: if more strike prices and maturities need to be

considered, the corresponding implied volatilities can be appended to the end of the

existing implied volatilities without the need to add more individual training points.

• More information is given to the network. The network can make use of the multiple

implied volatilities to learn the non linear relationship between them themselves as

well as between the input parameters and the outputs.



CHAPTER 5

Data

In this chapter we explain our data flow, in particular, what type of data is required, how it is

generated, it’s structure and the pre-processing routine. We expand on the data-driven part of

the flow diagram presented in figure 0.1 to give a clear picture of what our data-flow process

entails in figure 5.1.

5.1 Data Generation

Each of the models considered in the research require different types of data and understanding

the data that is fed into the neural networks is extremely important. If we cannot understand

the data, we cannot understand the results, thus, we find it useful to briefly explain where our

data comes from and how it is generated.

5.1.1 Black-Scholes Data

For completeness, we choose to work with the Black-Scholes equation with dividends shown

in equation (3.7). Accordingly, we require data for the dividend yield, risk-free interest

rate, spot price, strike price, maturity time and volatility. Due to the analytical nature of the

Black-Scholes framework we are able to synthetically generate accurate training data for the

Data
Generation

Train-Test
Split

Data
Scaling

FIGURE 5.1. Data-flow process.

32
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TABLE 5.1. Black-Scholes Parameters. Cyan row(s) = ANN Input. Gray
row(s) = ANN Output.

Parameter Range

Spot Price (S) [1, 50)
Strike Price (K) [40, 55)
Risk-free Rate (r) [0, 1)
Dividend Yield (q) [0, 1)
Volatility (σ) [0, 1)
Maturity in years (T ) [0, 1)
Option Type (Call or Put) {−1, 1}
Option Price (y) R+

neural networks. We choose work to with 3,000,000 uniformly randomly generated samples

of each model parameter over the ranges shown in table 5.1 used to generate a corresponding

option price. The gray row represents the output variable which in this case is the option

price and the cyan rows are inputs to the neural network. The option prices are calculated by

implementing formulae (3.8) and (3.11), in Python. Note that S and the output option price,

y, are first scaled by dividing by K, so K itself does enter the network.

5.1.2 SABR Data

For the SABR model we focus mainly on the image-based approach, however, we also

implement the pointwise approach first as a proof of concept that a neural network can indeed

learn the complex implied volatility formulae given by definitions 3.8 and 3.9. This means

the structure of the data used for each method is different.

5.1.2.1 SABR Pointwise Data

Data for the model parameters are sampled uniformly randomly and used to calculate the

corresponding implied volatility with Python implementations of the analytical volatility

expansions given by definitions 3.8 and 3.9. For the SABR model we require data for the

forward, strike price, expiry, initial volatility, volatility of volatility, β and correlation. Again,

we choose to work with 3,000,000 data points, and the parameter ranges chosen are shown

in table 5.2. The gray row shows the output variable we are trying to predict, the implied
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TABLE 5.2. Pointwise SABR Parameters. Cyan row(s) = ANN Input. Gray
row(s) = ANN Output.

Parameter Range

Spot forward (F ) [0.3, 1.5)
Strike Price (K) [0.5, 2)
Initial Volatility (σ) [0.2, 0.8)
Volatility of Volatility (α) [0.2, 0.5)
Correlation (ρ) [-0.95, 0.95)
Beta (β) {0, 0.5, 1}
Maturity in years (texp) [0.1, 5)
Implied Volatility (σimp) R+

volatility and the cyan rows are inputs to the network. Notice that β is not fed into the neural

network, this is because we are prespecifying its value before the various experiments as this

parameter is usually predetermined in practice (Hagan et al. 2002).

5.1.2.2 SABR Image-based Data

For the image-based method the same model parameters are used to generate the training data

but the structure of the data is slightly more complicated. Table 5.3 shows which parameters

are used for input (the cyan rows) and output (gray row). In particular, as explained in section

4.2.1, the network does not explicitly take in the maturity date and strike price as inputs,

instead they are implicitly part of the implied volatility grid used to train the network. For

each input vector of parameters the implied volatilites are calculated by iteratively running

the calculation altering only the maturity date and strike price. Per input vector [F, σ, α, ρ]

there are l ·m implied volatility outputs where l is the number of maturity dates and m is the

number of strike prices. Adhering to the design patterns of (Horvath et al. 2019) we choose

l = 8 and m = 11 giving us a total of 88 implied volatilites. Using 200, 000 samples we

choose to store all of this data in a matrix H ∈ R200000×92 where we denote each row as a

‘data point’ consisting of the 4 input parameters and the 88 implied volatilities. With 200, 000

data points there are in fact a total of 200000 · 92 = 18400000 individuals pieces of data in

total (model parameters and individual implied volatilities).
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# Define the parameter ranges
sample_size = 200000
K = np.linspace(0.5, 2.0, 11) # Strike Prices
texp = np.linspace(0.1, 5, 8) # Expiry
F = np.random.uniform(0.3, 1.5, sample_size) # Spot Forward Price
sigma = np.random.uniform(0.2, 0.8, sample_size) # Initial Volatility
alpha = np.random.uniform(0.2, 0.5, sample_size) # Vol of vol
rho = np.random.uniform(-0.95, 0.95, sample_size) # Correlation

# Matrix to store the data
matrix = np.zeros((sample_size, len(texp)*len(K) + 4))

# Generate the dataset in the required matrix format
for i in range(sample_size):

imp_vol = []
model_params = []

for j in range(len(texp)):
for k in range(len(K)):

vol = impvol_lognormal(K[k], F[i], texp[j], sigma[i], 1,
alpha[i], rho[i])

imp_vol.append(vol)

imp_vol = np.array(imp_vol)
model_params.append(F[i])
model_params.append(alpha[i])
model_params.append(rho[i])
model_params.append(sigma[i])
model_params = np.array(model_params)
row = np.concatenate((model_params, imp_vol))
matrix[i, :] = row

FIGURE 5.2. Generating The Data Matrix in Python

It will be beneficial to look a bit closer at the way the implied volatility grid data is organised.

For a given vector of input parameters [F, σ, α, ρ] we have 2 consecutive for loops over the

expiry dates and the strike prices respectively as shown in figure 5.2. This results in 11

implied volatilities per expiry date, one for each strike price, providing 88 volatilities per

input vector. Each of these 11 implied volatilities corresponds to an individual volatility smile,

and all 8 sets of the 11 form the implied volatility grid use to train the network. Once we have

generated the matrix, we store it locally using the NumPy .npy extension.

Taking a vector of 88 implied volatilites and reshaping it into an 8× 11 grid gives a clearer

insight into the structure which we illustrate in table 5.4. Each element,(l,m), of the grid

is an implied volatility value for the parameters
[
F, σ, α, ρ, texpl , Km

]
. Therefore, each row
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TABLE 5.3. Imaged Based SABR Parameters. Cyan row(s) = ANN Input.
Gray row(s) = ANN Output.

Parameter Range

Spot forward (F ) [0.3, 1.5)
Strike Price (K) [0.5, 2)
Initial Volatility (σ) [0.2, 0.8)
Volatility of Volatility (α) [0.2, 0.5)
Correlation (ρ) [-0.95, 0.95)
Beta (β) {0, 0.5, 1}
Maturity in years (texp) [0.1, 5)
Implied Volatility Grid (σimp ∈ Rl×n) Rl×n

+

TABLE 5.4. Implied volatility grid for an input vector [F, σ, α, ρ] used to train
the ANNs. Row indices = maturity dates, columns indices = strike prices.

K

texp

0.5 0.65 0.8 0.95 1.1 1.25 1.4 1.55 1.7 1.85 2.0
0.1 · · · · · · · · · · ·
0.8 · · · · · · · · · · ·
1.5 · · · · · · · · · · ·
2.2 · · · · · · · · · · ·
2.9 · · · · · · · · · · ·
3.6 · · · · · · · · · · ·
4.3 · · · · · · · · · · ·
5.0 · · · · · · · · · · ·

corresponds to an implied volatility smile, and the entire matrix together corresponds to an

implied volatility grid. As a more concrete example consider the full grid shown in table 5.5,

the implied volatilities highlighted in blue form the volatility smile across the 11 strike prices

with maturity date 0.1. We plot this particular smile in figure 5.3. To summarise, there are 8

such smiles per volatility grid and the entire grid is the target variable for the neural network,

so for a given input vector the network is predicting 88 outputs. Finally, it is important to

point that the dimensions of the grid can be chosen to be as large or as small as needed, of

course, the more maturity dates and strike prices used to define the grid the more outputs the

neural network will be predicting.
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TABLE 5.5. Implied volatility grid example.

K

texp

0.5 0.65 0.8 0.95 1.1 1.25 1.4 1.55 1.7 1.85 2.0
0.1 0.567 0.559 0.551 0.545 0.541 0.538 0.537 0.538 0.540 0.544 0.549
0.8 0.571 0.562 0.555 0.549 0.545 0.542 0.541 0.541 0.544 0.547 0.553
1.5 0.575 0.566 0.559 0.553 0.549 0.546 0.545 0.545 0.547 0.551 0.556
2.2 0.579 0.570 0.563 0.557 0.552 0.549 0.548 0.549 0.551 0.555 0.560
2.9 0.583 0.574 0.567 0.561 0.556 0.553 0.552 0.553 0.555 0.559 0.564
3.6 0.587 0.578 0.571 0.564 0.560 0.557 0.556 0.556 0.559 0.563 0.568
4.3 0.591 0.582 0.574 0.568 0.564 0.561 0.560 0.560 0.562 0.566 0.572
5.0 0.595 0.586 0.578 0.572 0.567 0.565 0.563 0.564 0.566 0.570 0.576

FIGURE 5.3. Example SABR volatility smile from the volatility grid.

5.2 Data Preprocessing

Since we are working with data over a variety of ranges it is necessary to scale/normalise the

data to ensure that each parameter equally influences the results and therefore the accuracy

of the neural networks. Additionally, if the input data is scaled the cost function is typically

more symmetrical on average. This results in faster optimisation of the cost function than

would be the case if the data was not appropriately scaled because there is less oscillation on

average on the path toward the minimum.
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For the SABR pointwise regime we normalise the input parameters by subtracting the mean

and dividing by the standard deviation across each parameter, this reduces each parameter set

to a 0 mean and a unit variance. For an input parameter value δ (for example strike price) we

use the following transformation:
δ − µ
s

(5.1)

where µ is the mean across all samples for the particular parameter and s is the standard

deviation.

For the image-based regime we normalise the input parameters using the method presented in

(Horvath et al. 2019, p21). For an input parameter value δ we perform:

2δ −max (δ)−min (δ)

max (δ)−min (δ)
(5.2)

where max(δ) and min(δ) are the maximum and minimum values of the parameter across

all examples respectively. To scale the implied volatility grids we use the same method as in

equation (5.1) for each grid, where the mean and standard deviation are across all the implied

volatility grids.

The Black-Scholes variables are kept the same except we scale the stock price, S, and the

option price, y by dividing each by the strike price K as follows, S 7→ S/K and y 7→ y/K.



CHAPTER 6

Network Design

In subsequent explanations when we refer to the number of layers, we are referring to all

layers excluding the input layer, so we are considering the hidden layers and the output layer

where layer 1 is the first hidden layer and so on.

6.1 Black-Scholes Network Architecture

Keeping in line with Theorem 4.2 (The Power of Depth) we choose to use 3 hidden layers.

Since this is a regression problem in which we are trying to map inputs to a continuous output,

the mean squared error loss function is chosen so that larger deviations from the truth are

penalised more than smaller.

An epoch is 1 pass through the training data. Slowly reducing the learning rate as the number

of epochs grows means that initially when the learning rate is relatively large, we benefit

from faster learning as the steps taken toward the optimum are larger, but as it is gradually

decreased the steps become increasingly smaller meaning the algorithm oscillates in a tighter

bound around the optimum as learning approaches convergence. This process is known as

learning rate decay and it helps prevent the loss from diverging later on in training. We select

the Adam optimiser shown in Algorithm 2 for its adaptive properties, however, in its native

form Adam will adapt the learning rate at any stage to within the range [0, init] where init

is the initial learning rate (default init = 0.001). To ensure the upper bound on the learning

rate at each epoch is reduced as the number of epochs grows we use Adam with a time-based
39
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learning rate decay that follows the update rule

lrn+1 =
lrn

1 + εn
, (6.1)

where ε is the decay rate which we set as ε = init
N

, n = 1, . . . , N is the current epoch of

training and N is the total number of epochs.

6.1.1 Black-Scholes Neural Network 1

This network is designed to learn the pricing formulae for puts (definition 3.2) and calls

(definition 3.1) simultaneously. This is achieved by adding an extra input to the neural

network, a binary flag that is 1 if the option is a call and -1 if the option is a put in the hopes

that the ANN is able to discern between the two. We use a batch size of 128 and train for 50

epochs.

1. Hidden layer 1 with 128 nodes and ELU (4.2) activation function.

2. Hidden layer 2 with 128 nodes and ELU activation function.

3. Hidden layer 3 with 128 nodes and ELU activation function.

4. Output layer with a linear activation function (4.1) and output dimension equal to 1.

The configuration results in 34,049 trainable parameters. A breakdown of the network and

the trainable parameters is given by the Keras summary shown in figure 6.1.

6.1.2 Black-Scholes Neural Network 2

We implement some changes suggested by (Itkin 2019) to ensure the output is positive and

has smooth first and second derivatives. The suggested setup uses 2 hidden layers instead of

3 and the MELU (see definition 4.4) activation function on the hidden layers. Instead, we

propose a slightly different architecture utilising the ISRLU (Carlile et al. 2017) activation

function but still adhering to the suggested principles.
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FIGURE 6.1. Black-Scholes neural network 1 - Keras summary.

The inverse square root linear unit (ISRLU) activation function is defined as

φ(α, x) =


x√

1+αx2
, if x < 0,

x if x ≥ 0.
(6.2)

In addition to ISRLU and its derivative being monotonic, it also has the desirable property that

it is approximately the identity at the origin, these 3 features all help speed up convergence on

the network (Aghdam and Heravi 2017). Importantly, ISRLU is also of class C2 meaning it

has smooth first and second derivatives (Carlile et al. 2017). To ensure the positivity of the

ANN outputs we use the SoftPlus (4.5) activation function on the output layer which takes

values in the range (0,∞). Finally, we utilise 3 hidden layers instead of 2 as a consequence

of Theorem 4.2. The batch size used is 64 and we train for 50 epochs.

1. Hidden layer 1 with 128 nodes and ISRLU activation function.

2. Hidden layer 2 with 128 nodes and ISRLU activation function.

3. Hidden layer 3 with 128 nodes and ISRLU activation function.

4. Output layer with SoftPlus (4.5) activation function and output dimension equal to 1.

The configuration results in 34,049 trainable parameters. The Keras summary is shown in 6.2.
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FIGURE 6.2. Black-Scholes neural network 2 - Keras summary.

6.2 SABR Network Architecture

Once again we use 3 hidden layers and stick with the mean squared error loss function coupled

with the Adam optimiser with a time-based learning rate decay for the same reasons described

in section 6.1.

6.2.1 SABR Pointwise Neural Network

The pointwise regime follows the same idea as the Black-Scholes networks since the network

is only trying to predict a single output given an input vector. We use a batch size of 128 and

train for 50 epochs.

1. Hidden layer 1 with 128 nodes and ELU (4.2) activation function.

2. Hidden layer 2 with 128 nodes and ELU activation function.

3. Hidden layer 3 with 128 nodes and ELU activation function.

4. Output layer with a SoftPlus activation function and output dimension equal to 1.

The configuration results in 34,049 trainable parameters. The Keras summary for this model

is shown in figure 6.3.
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FIGURE 6.3. SABR Pointwise regime network - Keras summary.

6.2.2 SABR Image-based Neural Network

For the image based regime we mainly subsume the design patterns of (Horvath et al. 2019,

p20), however, we choose the mean squared error loss function and utilise 80 neurons in

each hidden layer as opposed to 30. Furthermore, we use Adam with learning rate decay

instead of vanilla Adam. Finally, we chose a batch size of 128 as this choice yielded the best

performance and we train for 500 epochs.

1. Hidden layer 1 with 80 nodes and ELU (4.2) activation function.

2. Hidden layer 2 with 80 nodes and ELU activation function.

3. Hidden layer 3 with 80 nodes and ELU activation function.

4. Output layer with a linear activation function (4.1) and output dimension equal to 88.

The configuration results in 20,488 trainable parameters. The Keras summary for this model

is shown in figure 6.4. Since this network has multiple outputs we make use of the Keras

functional API.
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FIGURE 6.4. SABR Image-based regime network - Keras summary.

6.3 Model Selection and Evaluation

The neural networks need to be tested against various accuracy and performance metrics

in order to justify the experiments. The choice of how we evaluate our models dictates the

choice of which model, hypyerparameterrs, and algorithms we ultimately decide to use. The

problem of predicting option prices or implied volatility is a regression problem, therefore,

we choose the mean squared error (MSE), mean absolute error (MAE), the coefficient of

determination (R2) and mean absolute percentage error (MAPE) as accuracy metrics. Let

Ytrue be the true value and Ypred be the predicted value.

MSE =
1

n

n∑
i=1

(Ytruei − Ypredi)
2 (6.3)

MAE =
1

n

n∑
i=1

|Ytruei − Ypredi | (6.4)

MAPE =
100%

n

n∑
i=1

∣∣∣∣Ytruei − YprediYtruei

∣∣∣∣ (6.5)

R2 = 1−
∑n

i=1 (Ytruei − Ypredi)
2∑n

i=1

(
Ytruei − Ytrue

)2 (6.6)
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6.3.1 Train-Test Split

Of the data generated we choose to keep aside 15% as unseen test samples to evaluate the

network performance. Of the 85% of the training data used to train the model, 65% is used

to explicitly train the network and 20% is used to validate the model. After each epoch of

training, the mean squared error on the training set and the validation set is calculated and

after the total number of epochs the model that performs the best overall across the training

and validation losses is selected. The process is shown in Algorithm 3 where mse denotes the

mean squared error. We keep track of the validation loss at each epoch using Keras Callbacks

which allow us to view the models internal state during training. This is crucial to ensure that

the networks are able to perform well out of sample as well as in sample, after all, the goal is

to be able to make accurate predictions on unseen data.

Algorithm 3: Train-Validate-Test
Input: T = Training Set, V = Validation Set, ζ = Test Set, ANN = Neural Network,

ecochs ∈ Z, θ ∈ R (current lowest mse)
θ ←∞;
for i = 1:epochs do

Train ANNi on T ;
Calculate mseTi on T ;
Calculate mseVi on V ;
if mseVi < θ then

θ = mseVi ;
end if

end for
Save model ANN∗ that yields the lowest validation error θ;
Calculate mse on the test set T using ANN∗ to evaluate model performance;
return ANN∗;

6.3.2 Cross Validation

Cross validation provides a robust procedure to quantify how well a model is able to generalise.

It is a highly computationally expensive task and since the training of ANNs is costly in

itself, it is often neglected in deep learning research. However, we recognise its benefit to

the accuracy and error analysis and deem it appropriate to use. We implement K-Fold cross
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validation in which the training data is split into K sets and the model is trained, that is,

the network weights and biases are learned, using K − 1 sets of data and validated on the

remaining set. The learned model is then applied to the separate unseen test data and the

corresponding loss recorded. The process is repeated K times where each set will have been

used as the validation set once. At the end, this provides us with K losses on the test set

which can be averaged over to assess the model performance on average across all K models,

each trained and validated on a different combination of data. The procedure is shown in

Algorithm 4 where mse denotes the mean squared error. The Scikit-Learn Python library has

a KFold method that gives us the indices of training and testing data to be used at each fold

for a training data set.

Algorithm 4: K-Fold Cross Validation.
Input: T = Training Set, ANN = Neural Network, err = List of mse scores
Divide T into K sets {Ti}Ki=1;
for i = 1:K do

H = T − Ti;
Train ANNi on H;
Calculate mseVi on validation set Ti;
Add mseVi to the list err;

end for
Compute the average loss mse = 1

K

∑K
i=1 erri over the test sets;

return mse;



CHAPTER 7

Results and Analysis

All training and evaluation was done on a system with an Intel Core i3 2100 at 3.1GHz,

16GB dual channel DDR3 RAM at 665MHz using Windows 10 with a 64bit installation of

Python through Anaconda. In subsequent analysis, in-sample refers to the training data and

out-sample refers to the unseen test data, MSE refers to mean squared error, MAE refers to

mean absolute error and R2 refers to the coefficient of determination.

7.1 Black-Scholes Option Pricing

We present the results for option pricing under the Black-Scholes framework for each of the

networks described in section 6.1.

7.1.1 Black-Scholes Neural Network 1 Results

Figure 7.1 shows out-sample and in-sample scaled analytical option prices and the scaled

neural network predicted prices. The line plotted in red indicates all points at which the

analytical price exactly matches the ANN predicted price. It is clear from the plotted prices

(in black) that the ANN is able to accurately predict the Black-Scholes option prices for

calls and puts. The distribution of the errors, specifically, the difference between the ANN

predicted price and the analytical price is shown in figure 7.2. The fact that the network is

able to predict the prices of options with excellent accuracy also tells us that it is able to

distinguish correctly between the call and put option pricing formulae given the input flag (1

for calls and -1 for puts).
47
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TABLE 7.1. Error scores for Black-Scholes Neural Network 1.

MSE MAE R2

Out-sample 3.78958× 10−7 0.00040 0.999994
In-sample 3.81794× 10−7 0.00040 0.999994

The R2 value for the out of sample predictions is 0.999994, the MSE achieved is 3.78958×

10−7 or 0.0038 basis points (bps) and the MAE achieved is 0.00040. These results are

summarised in table 7.1. The average time taken per epoch of training was 76 seconds and

we track the mean squared loss value across all 50 epochs for the training and validation

data which is shown in figure 7.3. Initially, the loss values fall rapidly then begin to level

off as the number of epochs grows. If there was a sign of overfitting to the training data the

validation loss line would begin to pull away and diverge from the training loss line, we can

see this is not the case, this, coupled with the out of sample accuracy results confirm there is

no overfitting.

The cross validation (CV) scores over 5-folds are shown in table 7.2, there is an average MSE

and MAE of 7.82140× 10−7 and 0.00057 respectively. We attribute the marginally higher

errors than those seen in table 7.1 to the fact that cross validation was performed using 30

epochs at each stage as opposed to the 50 used to train the network originally so as to save

on computation time. The cross validation scores over the 5 folds are extremely consistent

with each other showing that this network architecture is able to consistently, and accurately,

predict the option prices.

Whilst the accuracy of the network is impressive, there are 2 main points that need to be

addressed. The ELU function does not have smooth first and second derivatives and the

network does not guarantee the positivity of the output due to the linear activation function

(see definition 4.1) used on the output layer. These are the subject of the next set of results for

Black-Scholes Neural Network 2.
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TABLE 7.2. 5-Fold cross validation scores for Black-Scholes Neural Network
1 using 30 epochs.

MSE MAE

Fold 1 8.35265× 10−7 0.00058
Fold 2 6.70458× 10−7 0.00054
Fold 3 6.02270× 10−7 0.00048
Fold 4 8.69874× 10−7 0.00061
Fold 5 9.32832× 10−7 0.00065
Mean 7.82140× 10−7 0.00057

FIGURE 7.1. Black-Scholes Neural Network 1 - Out of sample and in sample
prices (analytical and ANN predicted) for European calls and puts, option
prices are scaled prices.

7.1.2 Black-Scholes Neural Network 2 Results

Figure 7.4 shows the out of sample and in sample results for Black-Scholes neural network

2, again the prices shown are scaled analytical prices and scaled ANN predicted prices. The

difference between this network and Black-Scholes Neural Network 1 is that these outputs

are certain to be positive and have smooth first and second derivatives allowing Greeks to be

calculated. The ANN is able to accurately predict option prices for calls and puts as well as

distinguish between the call and put pricing formulae based upon on the input flag.
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FIGURE 7.2. Error distribution for Black-Scholes Neural Network 1 predic-
tions: ANN predicted values - analytical values.

FIGURE 7.3. Training loss vs Validation loss for Black-Scholes Neural Network 1.

The R2 value for out of sample predictions was 0.999989, the MSE is 6.79353 × 10−7 or

0.0068 bps and the MAE achieved is 0.00043. The errors are summarised in table 7.3 and

their distribution illustrated in figure 7.5. The average time taken per epoch of training was

75 seconds and we track the training and validation loss over 50 epochs in figure 7.6, both

loss lines rapidly drop initially before levelling off. The graph shows there is no evidence of

overfitting as the validation loss line does not significantly pull away from the training loss
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TABLE 7.3. Error scores for Black-Scholes Neural Network 2.

MSE MAE R2

Out-sample 6.79353× 10−7 0.00043 0.999989
In-sample 6.90774× 10−7 0.00043 0.999989

TABLE 7.4. 5-Fold cross validation scores for Black-Scholes Neural Network
2 using 30 epochs.

MSE MAE

Fold 1 7.75716× 10−7 0.00059
Fold 2 7.16497× 10−7 0.00055
Fold 3 8.23186× 10−7 0.00062
Fold 4 8.00848× 10−7 0.00062
Fold 5 7.26213× 10−7 0.00059
Mean 7.68492× 10−7 0.00058

FIGURE 7.4. Black-Scholes Neural Network 2 - Out of sample and in sample
prices (analytical and ANN predicted) for European calls and puts, option
prices are scaled prices.

line, this is corroborated by the out of sample accuracy. Moreover, the 5-fold cross validation

scores with an average MSE and MAE of 7.68492× 10−7 and 0.00058 respectively confirm

the robustness of the network.
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FIGURE 7.5. Error distribution for Black-Scholes Neural Network 2 predic-
tions: ANN predicted values - analytical values.

FIGURE 7.6. Training loss vs Validation loss for Black-Scholes Neural Network 2.

7.2 Lognormal SABR Model

We present the results of our neural networks used to predict the log normal implied volatility

(see definition 3.9) for the SABR model under the pointwise learning regime (single output).

The analysis of the results is conducted in a similar fashion as was for the Black-Scholes

option pricing results.
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FIGURE 7.7. Lognormal SABR Pointwise Neural Network - Out of sample
and in sample implied volatilities when β = 1.

TABLE 7.5. Error scores for lognormal SABR pointwise Neural Network

MSE MAE R2

Out-sample 1.24853× 10−7 0.00025 0.999997
In-sample 1.23912× 10−7 0.00025 0.999997

7.2.1 Lognormal SABR Pointwise Neural Network Results

For the pointwise regime we only consider the case when the underlying follows a stochastic

log-normal distribution, i.e when β = 1.

Figure 7.7 shows the out sample and in sample lognormal implied volatilites predicted by the

ANN and the corresponding SABR approximation (see definition 3.9). Visually, it is clear

that the network is very accurate since it is hard to differentiate the plotted points from the red

line at which the prediction and the approximation exactly match. The R2 value between out

of sample predictions and the true SABR lognormal implied volatilities is 0.999997, the MSE

achieved is 1.24853× 10−7 or 0.0012 bps and the MAE achieved is 0.00025. The results are

summarised in table 7.5 and the distribution of the errors is shown in figure 7.8.
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FIGURE 7.8. Error distribution for lognormal SABR pointwise neural network.

TABLE 7.6. 5-Fold cross validation scores for Lognormal SABR Pointwise
Neural Network using 30 epochs.

MSE MAE

Fold 1 1.74756× 10−7 0.00029
Fold 2 2.05858× 10−7 0.00032
Fold 3 1.84796× 10−7 0.00030
Fold 4 2.01843× 10−7 0.00033
Fold 5 1.99345× 10−7 0.00032
Mean 1.93320× 10−7 0.00031

The average time taken per epoch of training was 49 seconds and the training and validation

MSE loss was tracked over 50 epochs and is shown in figure 7.9. Both the validation and

training loss lines smoothly converge without any sign of overfitting which is further backed

up by the out of sample accuracy. Moreover, the 5-fold cross validation scores shown in table

7.6 show an average MSE and MAE of 1.93320× 10−7 and 0.00031 respectively, supporting

the out of sample evidence that our ANN can accurately and consistently predict the SABR

lognormal implied volatility. The results of the pointwise experiment show that our neural

network can very accurately learn the SABR log normal implied volatility expansion and

provides the proof of concept we require to go ahead with the image-based implicit learning

method.
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FIGURE 7.9. Training loss vs Validation loss for lognormal SABR pointwise
neural network.

7.2.2 Lognormal SABR Image-Based Neural Network Results

We present the results for the image-based implicit method for the lognormal SABR model.

We reiterate that in this case we are concerned with predicting the entire 8 × 11 implied

volatility grid given the inputs F, α, ρ, σ into the network. The average time taken per epoch

of training for these networks is approximately 4 seconds.

7.2.2.1 Stochastic Lognormal Model: β = 1

Figure 7.10 shows the out of sample mean absolute percentage error (MAPE) of the ANN

predictions across the volatility grid over all instances of the test set. That is, each element

(l,m) of the matrix shown in figure 7.10 represents the MAPE between the SABR implied

volatility at expiry l and strike price m, and the ANN predicted implied volatility, across the

entire test set. The MAPE at any point on the 8× 11 grid is in the range (0.042%, 0.086%).

The errors seem to be largest (relatively) for the shorter and longer expiries, but overall the

ANN is able to accurately predict the implied volatility grid. The out of sample MSE and

MAE achieved is 2.89495× 10−6 and 0.00122 respectively and the R2 value is 0.999997, the

error scores are summarised in table 7.7.



56 7 RESULTS AND ANALYSIS

FIGURE 7.10. Out of sample mean absolute percentage error across the
implied volatility grid for lognormal SABR with β = 1.

TABLE 7.7. Error scores for lognormal SABR image-based neural network
with β = 1.

MSE MAE R2

Out-sample 2.89495× 10−6 0.00122 0.999997
In-sample 2.92880× 10−6 0.00122 0.999997

TABLE 7.8. 5-Fold cross validation scores for lognormal SABR (β = 1)
image-based neural network using 200 epochs.

MSE MAE

Fold 1 8.33274× 10−6 0.0020
Fold 2 8.31752× 10−6 0.0020
Fold 3 7.78586× 10−6 0.0019
Fold 4 8.45512× 10−6 0.0021
Fold 5 8.64836× 10−6 0.0021
Mean 8.30791× 10−6 0.0021
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FIGURE 7.11. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.12.

Figure 7.12 shows an example of an implied volatility grid from the SABR approximation

and the corresponding ANN predicted grid for a random set of input parameters F, α, ρ, σ

taken from the test set. The grid is composed of 8 smiles across 11 different strike prices as

detailed in section 5.1.2.2. Visually, it is clear that the network is able to accurate predict

the entire volatility surface since it is almost impossible to differentiate between the blue

lines (SABR) and the red lines (ANN). To examine further, we plot the SABR and ANN

smile corresponding to the maturity 0.1 and the absolute error in figure 7.11, the red dots

plot the absolute error between the SABR implied volatility and the ANN implied volatility

at each strike price. In the error plot cubic splines are interpolated through the 11 absolute

error points to make the results easier to interpret. For this particular smile from the MSE

and MAE is 4.13319× 10−8 and 0.00019 respectively. Additionally, we run a 5-fold cross

validation yielding an average MSE and MAE of 8.30791 × 10−6 and 0.0021 respectively,

the CV scores are shown in table 7.8. To save on computation time the CV was run with 200

epochs in each iteration instead of 500 used to train our network which explains the slightly

higher errors than those seen in table 7.7. However, the results support the conclusion that the

network is accurate and consistent in predicting the implied volatility surface.
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FIGURE 7.12. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the lognormal SABR approximation with β = 1.
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FIGURE 7.13. Out of sample mean absolute percentage error across the
implied volatility grid for lognormal SABR with β = 0.5.

7.2.2.2 Stochastic CIR Model: β = 0.5

Figure 7.13 shows the out of sample MAPE between the test set and the ANN predicted

implied volatilites across the entire volatility grid over all instances of the test set. At any

point on the implied volatility grid the MAPE is in the range (0.043%, 0.082%), as with the

stochastic lognormal case the errors seem to be relatively largest at short and long maturities

but the overall accuracy is slightly better than the stochastic lognormal case. The out of

sample MSE and MAE achieved is 2.46866×10−6 and 0.00109 respectively and the R2 value

is 0.999998, the error scores are summarised in table 7.9. The 5-fold CV scores are shown in

table 7.10, the average MSE and MAE on the test set over the 5-folds are 6.97522× 10−6 and

0.0018 respectively.

Figure 7.15 shows an example of an implied volatility surface from the SABR approximation

and the corresponding ANN predicted surface for a set of random input parameters, F, α, ρ, σ,

taken from the test set. Visually, it is clear that the network can accurately predict the volatility
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TABLE 7.9. Error scores for lognormal SABR image-based neural network
with β = 0.5.

MSE MAE R2

Out-sample 2.46866× 10−6 0.00109 0.999998
In-sample 2.46075× 10−6 0.00109 0.999998

TABLE 7.10. 5-Fold cross validation scores for lognormal SABR (β = 0.5)
image-based neural network using 200 epochs.

MSE MAE

Fold 1 7.12863× 10−6 0.0018
Fold 2 7.07138× 10−6 0.0019
Fold 3 5.91801× 10−6 0.0017
Fold 4 6.73641× 10−6 0.0018
Fold 5 8.02165× 10−6 0.0020
Mean 6.97522× 10−6 0.0018

FIGURE 7.14. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.15.

surface. Figure 7.14 examines the first smile from the grid and tracks the absolute error

at each strike price. For this particular smile the MSE and MAE was 9.92646 × 10−8 and

0.00027 respectively. We conclude that the ANN is able to consistently and accurately predict

the implied volatility surface.
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FIGURE 7.15. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the lognormal SABR approximation with β = 0.5.
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FIGURE 7.16. Out of sample mean absolute percentage error across the
implied volatility grid for lognormal SABR with β = 0.

7.2.2.3 Stochastic Normal Model: β = 0

Figure 7.16 shows the out of sample MAPE across the volatility grid and table 7.11 summarises

the other error statistics. The out of sample MSE and MAE are 2.31908× 10−6 and 0.00106

respectively and the R2 is 0.999998. At any point on the implied volatility grid the MAPE

is in the range (0.047%, 0.094%) and the errors are relatively larger for very short and long

maturities.

Figure 7.18 shows an example of an ANN predicted grid and the corresponding SABR grid.

Figure 7.17 examines the first smile from this grid in more detail, the MSE and MAE for this

TABLE 7.11. Error scores for lognormal SABR image-based neural network
with β = 0.5.

MSE MAE R2

Out-sample 2.31908× 10−6 0.00106 0.999998
In-sample 2.31256× 10−6 0.00106 0.999998
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TABLE 7.12. 5-Fold cross validation scores for lognormal SABR (β = 0)
image-based neural network using 200 epochs.

MSE MAE

Fold 1 6.66435× 10−6 0.0018
Fold 2 6.44737× 10−6 0.0018
Fold 3 5.60939× 10−6 0.0016
Fold 4 6.19001× 10−6 0.0017
Fold 5 7.11604× 10−6 0.0018
Mean 6.40543× 10−6 0.0018

FIGURE 7.17. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.18.

smile are 3.79198× 10−8 and 0.00017 respectively. These results, along with the 5-fold CV

scores shown in table 7.12 confirm that the ANN performs accurately and is consistent.
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FIGURE 7.18. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the lognormal SABR approximation with β = 0.
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FIGURE 7.19. Normal SABR Pointwise Neural Network - Out of sample and
in sample implied volatilities when β = 0.

TABLE 7.13. Error scores for normal SABR pointwise Neural Network

MSE MAE R2

Out-sample 6.27015× 10−8 0.00017 0.999998
In-sample 6.14239× 10−8 0.00017 0.999998

7.3 Normal SABR Model

7.3.1 Normal SABR Pointwise Neural Network Results

For the pointwise regime for the normal SABR model we only consider the case when the

underlying follows a stochastic normal distribution, i.e when β = 0. Figure 7.19 shows

the out sample and in sample normal implied volatilities predicted by our ANN and the

SABR approximation (see definition 3.8). It is almost impossible to distinguish the implied

volatilites from the red line at which the prediction is the same as the SABR approximation.

The out of sample R2 value between predicted implied volatilites and SABR approximations

is 0.999998, the MSE is 6.27015× 10−8 or 0.0006 bps and the MAE is 0.00017, table 7.13

summarises these error statistics. The distribution of the errors, the difference between the

SABR approximations and the ANN predictions, is shown in figure 7.20.
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FIGURE 7.20. Normal SABR Pointwise Neural Network - Out of sample and
in sample implied volatilities when β = 0.

FIGURE 7.21. Training loss vs Validation loss for normal SABR pointwise
neural network.

The average time taken per epoch of training was 48 seconds and the training and validation

loss was tracked over all 50 epochs and is shown in figure 7.21. As has been the case for

all previous networks there is no sign of overfitting to the training data as the two loss lines

do not diverge. The 5-fold cross validation error scores obtained are shown in table 7.14,

the average MSE and MAE over the 5 folds was 1.00132× 10−7 and 0.00022 respectively,

showing that the ANN consistently and accurately predicts the normal implied volatility. We

attribute the marginally higher error scores compared to those in table 7.13 to the fact that the
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TABLE 7.14. 5-Fold cross validation scores for normal SABR pointwise
neural network using 30 epochs.

MSE MAE

Fold 1 9.57564× 10−8 0.00021
Fold 2 8.91472× 10−8 0.00021
Fold 3 1.16753× 10−7 0.00024
Fold 4 8.89997× 10−8 0.00021
Fold 5 1.10003× 10−7 0.00024
Mean 1.00132× 10−7 0.00022

TABLE 7.15. Error scores for normal SABR image-based neural network
with β = 1.

MSE MAE R2

Out-sample 2.80786× 10−6 0.0012 0.999997
In-sample 2.79794× 10−6 0.0012 0.999997

CV was done over 30 epochs instead of 50. As an observation, these are the most accurate

results out of all our experiments. The results of the pointwise experiment show that our ANN

can learn the SABR normal implied volatility expansion which provides the proof of concept

required before proceeding with the image-based method.

7.3.2 Normal SABR Image-Based Neural Network Results

Again, in this case we are concerned with predicting the entire 8× 11 implied volatility grid

given the inputs F, α, ρ, σ into the network. The average time taken per epoch of training for

these networks is approximately 4 seconds.

7.3.2.1 Stochastic Lognormal Model: β = 1

Figure 7.22 shows the out of sample MAPE across the volatility grid and table 7.15 shows the

remaining error scores. At any point on the implied volatility grid the MAPE is in the range

(0.047%, 0.092%), the out of sample MSE and MAE achieved is 2.80786× 10−6 and 0.0012

respectively and the R2 value is 0.999997.
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FIGURE 7.22. Out of sample mean absolute percentage error across the
implied volatility grid for normal SABR with β = 1.

TABLE 7.16. 5-Fold cross validation scores for normal SABR (β = 1) image-
based neural network using 200 epochs.

MSE MAE

Fold 1 7.57436× 10−6 0.0019
Fold 2 7.54576× 10−6 0.0020
Fold 3 7.28132× 10−6 0.0019
Fold 4 7.31869× 10−6 0.0019
Fold 5 7.64233× 10−6 0.0020
Mean 7.47249× 10−6 0.0019

Figure 7.24 shows an example ANN predicted surface and the matching SABR surface and

figure 7.23 examines the first smile from this grid in more detail. For the smile in figure

7.23 the MSE and MAE are 3.90027× 10−7 and 0.00052 respectively. The MSE and MAE

between the predicted surface and the actual surface shown in figure 7.24 are 5.71244× 10−7

and 0.00064 respectively. Finally, the 5-fold CV scores are shown in table 7.16 with an

average MSE and MAE of 7.47249× 10−6 and 0.0019 respectively.
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FIGURE 7.23. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.24.
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FIGURE 7.24. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the normal SABR approximation with β = 1.
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FIGURE 7.25. Out of sample mean absolute percentage error across the
implied volatility grid for normal SABR with β = 0.5.

7.3.2.2 Stochastic CIR Model: β = 0.5

Figure 7.25 shows the out of sample MAPE across the implied volatility grid and table 7.17

shows the MSE, MAE and R2 values. At any point on the implied volatility grid the MAPE

is in the range (0.042%, 0.083%), the MSE and MAE across the test set are 2.85730× 10−6

and 0.0012 respectively whilst the R2 is 0.999997. Table 7.18 shows the 5-fold CV scores

with an average MSE and MAE on the test set of 7.76258 × 10−6 and 0.0020 respectively,

this, along with the out of sample accuracy strongly support the accuracy of the network.

Figure 7.27 shows an example ANN predicted grid and the corresponding SABR grid and

TABLE 7.17. Error scores for normal SABR image-based neural network
with β = 0.5.

MSE MAE R2

Out-sample 2.85730× 10−6 0.0012 0.999997
In-sample 2.82215× 10−6 0.0012 0.999997
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TABLE 7.18. 5-Fold cross validation scores for normal SABR (β = 0.5)
image-based neural network using 200 epochs.

MSE MAE

Fold 1 6.85820× 10−6 0.0018
Fold 2 6.67380× 10−6 0.0018
Fold 3 9.08180× 10−6 0.0021
Fold 4 8.30442× 10−6 0.0021
Fold 5 7.89468× 10−6 0.0019
Mean 7.76258× 10−6 0.0020

FIGURE 7.26. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.27.

figure 7.26 looks in more detail at the first smile from this grid. For this smile the MSE and

MAE are 1.79939× 10−8 and 0.00013 respectively, whilst the MSE and MAE for the entire

example grid is 2.69688× 10−8 and 0.00014 respectively.
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FIGURE 7.27. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the normal SABR approximation with β = 0.5.
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FIGURE 7.28. Out of sample mean absolute percentage error across the
implied volatility grid for normal SABR with β = 0.

7.3.2.3 Stochastic Normal Model: β = 0

Figure 7.28 shows the out of sample MAPE across the implied volatility surface, at any point

on the grid the MAPE is in the range (0.038%, 0.078%). The out of sample MSE and MAE

are 2.79836 × 10−6 and 0.0012 respectively, table 7.19 summarises these results. Figure

7.30 shows an example ANN predicted surface and the corresponding SABR model surface,

the MSE and MAE for the predicted surface are 5.02490× 10−8 and 0.00019 respectively.

Figure 7.29 examines the first smile from the grid in more detail, the MSE and MAE of the

smile are 6.02275× 10−8 and 0.00021 respectively. Finally, the 5-fold CV scores are shown

TABLE 7.19. Error scores for normal SABR image-based neural network
with β = 0.

MSE MAE R2

Out-sample 2.79836× 10−6 0.0012 0.999997
In-sample 2.76285× 10−6 0.0012 0.999997
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TABLE 7.20. 5-Fold cross validation scores for normal SABR (β = 0) image-
based neural network using 200 epochs.

MSE MAE

Fold 1 6.69640× 10−6 0.0018
Fold 2 6.91258× 10−6 0.0018
Fold 3 5.85344× 10−6 0.0017
Fold 4 6.62384× 10−6 0.0018
Fold 5 6.93271× 10−6 0.0019
Mean 6.60379× 10−6 0.0018

FIGURE 7.29. Example smile and absolute error between SABR implied
volatility and ANN implied volatility taken from the grid in figure 7.30.

in table 7.20 with an average MSE and MAE on the test set of 6.60379× 10−6 and 0.0018

respectively. We conclude that the network is able to accurately and consistently predict the

implied volatility surface
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FIGURE 7.30. Implied volatility grid predicted by the neural network and the actual implied volatility grid given by
the normal SABR approximation with β = 0.
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TABLE 7.21. Run time performance, image-based ANN vs SABR approxima-
tion for normal SABR with random input vector from the test set.

Method β = 0 β = 0.5 β = 1

ANN 0.321ms 0.349ms 0.295ms
SABR Approximation 5.372ms 5.381ms 4.527ms

TABLE 7.22. Run time performance, image-based ANN vs SABR approxima-
tion for lognormal SABR with random input vector from the test set.

Method β = 0 β = 0.5 β = 1

ANN 0.327ms 0.333ms 0.397ms
SABR Approximation 6.091ms 4.937ms 6.522ms

7.4 Speed Test

Tables 7.21 and 7.22 show the time taken in milliseconds to generate the implied volatility

surface for an input vector when using the ANN vs repeatedly using the SABR approximations

to obtain each implied volatility value on the surface. The ANN’s are on average between 16

and 17 times faster than the SABR expansions.



CHAPTER 8

Conclusion

In this thesis we have investigated the use of neural networks for 2 key problems in quantitative

finance: option pricing and implied volatility calculation. The results show that ANNs can

accurately capture the relationship between market state variables and option prices/implied

volatility for the Black-Scholes model and the SABR stochastic volatility model. We have

addressed some inconsistencies in option pricing neural networks currently in the literature

and have shown that they are certainly a viable method due to the high accuracy of predictions

whilst preserving first and second order derivatives for option Greeks. Moreover, our approach

of learning the pricing functions of calls and puts together on the same network have shown

that a single network can differentiate between the two. We have also considered the SABR

model in some depth, starting with learning the implied volatility expansions to predicting

implied volatility surfaces. In both cases we were able to predict implied volatility accurately,

the ANNs for the normal model were generally slightly more accurate than those for the

lognormal model. However, all of the neural networks have been shown to consistently and

accurately predict the implied volatility surface, the resulting ANNs are also approximately

16 to 17 times faster than repeatedly evaluating the SABR expansions, these speed ups could

be crucial when considering strategies that trade volatility for example.

8.1 Future outlook

It would be fruitful to consider 2 variations of the original SABR model, the SABR integration

(McGhee 2011) and a SABR 2 factor finite difference scheme (McGhee 2018). There is large

scope for creativity with our network architectures, experimenting with different activation
78
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functions and more exotic optimisers such as AdaBound (Luo et al. 2019) would be useful. Of

particular interest, would be the use of gradient-free optimisers such as differential evolution

on the neural networks. Exploring robust hyper parameter optimisation and the use of a

weighted ensemble of different neural networks to reduce the variation of the predictions

would provide valuable insight (see Appendix C). Further work on ANNs for option pricing

could include models such as Heston (Heston 1993) and Bates’ (Bates 1996) along with

consideration of more exotic options, particularly American options.
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1 Appendix A: Using Keras.

We use Keras with TensorFlow backend, to install using pip run pip install –upgrade tensorflow

and pip install keras. The Keras deep learning library offers two interfaces, the sequential

API and the funtional API. The sequential API does not permit multiple outputs whereas the

functional API does, for this reason, along with the fact that it is easier to understand the

layer structure, we work exclusively with the functional API, even when we only have one

output. Consider a generic network with input dimension x, 3 hidden layers using y neurons

and output dimension z. The following syntax is used to generate the network.

from keras.layers import Dense, Input

from keras.models import Model

input_layer = Input(shape=(x,)) # Input layer

a = Dense(y, activation=’elu’)(input_layer) # Hidden layer 1

b = Dense(y, activation=’elu’)(a) # Hidden layer 2

c = Dense(y, activation=’elu’)(b) # Hidden layer 3

output_layer = Dense(z, activation=’linear’)(c) # Output layer

NN = Model(inputs=input_layer, outputs=output_layer) # Define NN

NN.compile(loss=’mse’, optimizer=’adam’) # Compile NN

The network can then be trained by calling the .fit method and then used to make predictions

using the .predict method.

By default, Keras will not return the best model (lowest validation MSE) over all training

epochs, instead, it returns a model with weights and biases determined by the final epoch of

training. As far as we are aware, Keras does not intrinsically offer this feature. To get around

this, we make use of Keras callbacks, a feature that allows us to view the networks internal

state during training. We use a ModelCheckpoint callback to monitor the validation MSE at

each epoch, when the MSE is lower than that of a previous epoch the network weights and

biases are saved to a .hdf5 file. After all epochs, the file contains the weights and biases of

the best model, which we load into the network using the load_weights method. The general

syntax is as follows.
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from keras.callbacks import ModelCheckpoint

from keras.models import load_model

X # Some input data

y # Some output data

cp = ModelCheckpoint(’weights.hdf5’, monitor=’val_loss’,

save_best_only=True, mode=’min’) # Callback to monitor MSE

NN.fit(X, y, batch_size=128, validation_split=0.2,

epochs=500, callbacks=[cp], shuffle=True) # Fit ANN

NN.load_weights(’weights.hdf5’) # Load into network the best weights

2 Appendix B: Code Structure

There are 3 core classes, Data.py, ANN.py and ModelEvaluation.py. The ANN class has

4 methods, generate_ANN which creates, compiles and returns an ANN, fit_ANN which

fits the ANN to the data using the Keras Callback to keep track of the best model over all

epochs, load_best _model which loads into the ANN the weights of the best model and

cross_validation which implements K-Fold cross validation. The Data class implements

the pre-processing routine for the SABR image based data. The ModelEvaluation class

implements all plotting and error analysis. The notebooks Data_generation_script.ipynb,

Black-Scholes.ipynb, Normal_SABR.ipynb and Lognormal_SABR.ipynb show the application

of our methods.

3 Appendix C: An Experiment With Ensemble Methods

Let z be some data associated with a function g = g(x) + u where u ∼ (0, σ2) is noise,

assume that we wish to approximate this function using a model p = p(x). Consider the

squared error cost function, C = (z − p)2, the expectation can be expanded as

E [C] = σ2 + V ar[p]︸ ︷︷ ︸
Variance

+ (z − E[p])2︸ ︷︷ ︸
Bias

.



3 APPENDIX C: AN EXPERIMENT WITH ENSEMBLE METHODS 85

0.004 0.002 0.000 0.002 0.004
Actual - Predicted

0

50000

100000

150000

200000

250000

300000

350000

De
ns

ity

model1 (300)
model2 (200)
model3 (128)
ensemble

FIGURE .1. Ensemble error distributions

TABLE .1. Ensemble errors

Model MSE MAE R2

Model 1 (300 neurons) 1.24481× 10−6 0.00059 0.999981
Model 2 (200 neurons) 1.32424× 10−6 0.00060 0.999980
Model 3 (128 neurons) 1.56981× 10−6 0.00060 0.999980
Ensemble 9.42831× 10−7 0.00042 0.999990

Minimising the cost function requires minimising the bias and the variance, which are usually

conflicting. This is known as the bias-variance trade off.

Ensemble methods combine different models and aggregate their outputs to reduce the

variance of the ensemble. One option is to average the outputs of n models. Errors for

combining the outputs of 3 ANNs using the same architecture presented for Black Scholes

Neural Network 2 using 300, 200 and 128 neurons in each respectively and 30 epochs are

shown in figure .1 and table .1. Averaging out the predictions of the 3 networks performs

better than any single network individually.
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